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Analysis and simulations of vibrations of a beam with a slider
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Abstract. A model for vibrations of a beam with a slider is derived, analysed and numerically simulated. It
describes a viscoelastic beam that is clamped at one end to a vibrating device, while the other end moves between
two stops attached to a slider. The contact is described by the normal compliance or by the Signorini conditions.
The existence of weak solutions is established using the theory of set-valued pseudomonotone operators. The
model is discretized using fourth-order spatial discretization, the solutions are numerically simulated and their
results presented. The dynamics of the vibrations are depicted and so are the noise characteristics of the system.
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1. Introduction

We continue our investigation of the noise and vibration characteristic of contacting one-
dimensional structures, conducted in [1] and [2–4]. In [1] the problem of vibrations of a
viscoelastic beam between two rigid or deformable stops was modeled and the existence
and possible uniqueness of weak solutions established. Numerical simulations of the problem
were performed in [2, 3]. The case when the stops are not stationary but attached to another
beam, which is a simple setting for investigating vibrations transmissions across a joint, was
investigated and numerically simulated in [4]. Here, we consider a different setting where
the stops are attached to a slider which moves on a rail as a result of the contact forces.
Thus, the position of the stops is unknown, and forms a part of the problem. We model the
process, establish the existence of its weak solution and simulate the behavior of the solutions
numerically. The model includes hysteresis via the motion of the slider, and is related to the
so-called ‘play model,’ see, e.g., [5] and references therein.

There is considerable interest in the automotive industry, as well as in other industries,
in dynamic vibrations of mechanical systems. In addition to the importance of accurate pre-
diction of these vibrations and their effects on the mechanical behavior and reliability of the
system, it is important to understand and control the generated noise. Indeed, appreciable
effort has been made in the design of automotive components to reduce unwanted or dis-
turbing noise. A portion of the unwanted noise is generated by the dynamic contact of parts
and components when periodically forced. When the mounting of the components on the car
engine is not perfect, the motion in the clearances leads to dynamic contact, which in turn may
generate unwanted noise.

The main tools used in the investigation of noise and vibration (NVH) are modal analysis
and energy density distribution methods. However, these work well only for simple geometries
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and settings, and do not take contact into account. Often, in the study and simulations of
vibrations of elastic bodies and structures, random or stochastic input is assumed – the source
of which is usually unspecified. However, nonlinear deterministic systems can exhibit beha-
vior which is essentially unpredictable; namely, they can behave chaotically. These chaotic
vibrations may cause certain noise characteristics which need to be well understood before
any systematic noise control can be designed, or a proper component setting worked out.
Moreover, these chaotic oscillations may remove the need for any stochastic input into the
models.

In this work we consider a one-dimensional problem which describes a viscoelastic or
elastic beam that is clamped at one end to an oscillating, device while the other end vibrates
between two rigid or flexible stops. Such a setting was considered by Moon and Shaw [6]
(see also [7, Chapter 4] and references therein) where the mathematical problem was consid-
erably simplified by expanding the solutions in terms of the beam’s eigenfunctions and using
only the first ones. In this way the problem was reduced to a nonlinear ordinary differential
equation. They showed that even such simplified approximation can exhibit complicated types
of behavior under periodic forcing. Indeed, it can oscillate periodically, quasiperiodically or
chaotically. Clearly, since we consider the full problem, we expect it to show even more varied
types of behavior. The novelty here, as compared to [1–4], is the fact that the stops are mounted
on a slider, the motion of which is a part of the problem.

A related result for elastic rods can be found in Schatzman [8], and a simplified model for
vibrations of a rod in [9] and in [10].

The model is described in Section 2. We choose the material constitutive law to be either
elastic or viscoelastic of the Kelvin-Voigt type. To model the contact we use either the
Signorini nonpenetration condition, which models two perfectly rigid stops (see, e.g.,
, [12] or [13]), or the so-called ‘normal compliance’ condition (see, e.g., [12–17] and ref-
erences therein), which describes flexible stops with nonlinear spring–like reaction. The clas-
sical model for the problem with flexible stops is presented, its variational formulation derived,
and the existence results summarized in Theorems 2.2. The variational formulation of the
problem with the Signorini condition is presented too. The proof of Theorem 2.2, the existence
and uniqueness for the model with normal compliance is given in the Appendix. It is based on
the result of [18, 19] for abstract degenerate evolution equations.

In Section 3 we present an algorithm for numerical simulations of the problem. It is based
on finite difference discretization of the problem and iterations. Results of numerical simu-
lations are depicted in Section 4. We conclude the paper in Section 5 with a summary and
describe some related open problems.

2. Model formulation and results

We present the physical setting of the process, the classical model, its variational formulation
and state our main results.

A vertical beam is clamped at its top to a device that may shake or oscillate. Its lower end
is constrained to move, horizontally, between two obstacles – the stops – which are mounted
on a slider that is attached to a horizontal rail. The physical setting is depicted in Figure 1

The beam’s (stress free) reference configuration coincides with the interval 0 ≤ y ≤ 1,
and the contacting end is located at y = 0. The slider’s center of mass is at x = x(t) and the
positions of the stops are x(t)−g1 and x(t)+g2 (for 0 < g1, g2). We set �T = (0, 1)×(0, T ),
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Figure 1. The beam and the slider.

for T > 0. Let u = u(y, t), (y, t) ∈ �T , represent the horizontal displacement of the beam,
and σ = σ (y, t) its shear stress. The equation of motion of the beam, in a nondimensional
form, is

utt − σy = f in �T , (2.1)

where f = f (y, t) denotes the density (per unit length) of applied horizontal forces (which
we include for the sake of generality), and the subscripts y and t indicate partial derivatives.
The material is assumed to be viscoelastic, with constitutive law

−σ (y, t) = a2uyyy(y, t) + da2utyyy(y, t). (2.2)

Here, a2 = EI/Aρ, where E is the modulus of elasticity, ρ is the material density, A is the
cross section area, I is the second area moment of the cross section, and d is a nonnegative
viscosity coefficient. When d = 0 the beam is elastic.

Let τ = τ(t) = σ (0, t) be the shear stress at the free end of the beam, and assume that the
slider’s mass is m. Then, the equation of motion of the slider obeys Newton’s law,

mx′′ = −τ. (2.3)

Here and below, a prime over a variable indicates a time derivative. The initial conditions are

u(y, 0) = u0(y), ut (y, 0) = v0(y), (2.4)

for 0 ≤ y ≤ 1, where u0 and v0 represent the beam’s initial deflection and velocity, respect-
ively, and

x(0) = x0, x′(0) = v∗
0 , (2.5)

where x0 and v∗
0 are the slider’s initial position and velocity, respectively. Below, we always

assume the compatibility condition u0(0) ∈ [x0 − g1, x0 + g2]. The beam is rigidly attached
at its top, thus,

u(1, t) = φ(t) and uy(1, t) = 0, (2.6)
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where φ = φ(t) represents the motion of the supporting device.
At the contacting end we may use either the Signorini condition (see, e.g., [11–13]) or the

normal compliance condition (see, e.g., [13, 15–17, 20]).
In this work we use the so-called normal compliance condition, which assumes that the

stops are flexible. Their one-sided restoring force is assumed to be proportional to their (only
outward) deflections from their rest positions,

τ(t) = −κ
[
(u(0, t) − x(t) − g2)+ − (x(t) − g1 − u (0, t))+

]
, (2.7)

where κ is the stops’ stiffness coefficient, and (f )+ = max{f, 0} is the positive part of f . The
stops behave as one-sided nonlinear springs.

For the sake of completeness, we also describe the Signorini condition since it is often
used in publications and applications. The Signorini condition models the idealized case of
completely rigid stops, and leads to considerable mathematical difficulties, see, e.g., [1]. Since
the stops are rigid, the displacement u(0, t) of the contacting end is allowed only between the
stops,

x(t) − g1 ≤ u(0, t) ≤ x(t) + g2, (2.8)

and then, either the end is free and τ(t) = 0; or it is in contact and the stress is opposite to the
displacement,

τ(t) ≤ 0 if u(0, t) = x(t) + g2; τ(t) ≥ 0 if u(0, t) = x(t) − g1.

Moreover, to ensure that only one of the cases takes place it is required that

τ(x + g2 − u)+(u − x − g1)+ = 0.

The Signorini condition may be restated as follows. Let χ = χ(x; r) = χ[x−g1,x+g2](r) be
the indicator function of the interval [x−g1, x+g2], i.e., χ(x; r) = 0 when r ∈ [x−g1, x+g2]
and χ(x; r) = +∞ otherwise. Then, Signorini’s condition, in addition to (2.8), states that the
stress satisfies

−τ(t) ∈ ∂χ(x(t);u(0, t)), (2.9)

for 0 ≤ t ≤ T , where ∂χ is the subdifferential of χ with respect to the second variable, i.e.,

∂χ(x; r) =




[0, +∞) r = x + g2,

0 x − g1 < r < x + g2,

(−∞, 0] r = x − g1.

This condition is elegant, and easy to write and program, but leads to severe mathematical
difficulties which may reflect the fact that in dynamic contact or impact problems the notion of
a rigid body may be not very useful. Indeed, any weak solution in this case is not sufficiently
regular for the shear stress τ to be well defined as a function, and so, condition (2.3) does not
make sense, classically.

Formally, we obtain (2.8) and (2.9) from (2.7) in the limit κ → ∞, i.e., when the stops’
stiffnes becomes infinite, and therefore, we may consider (2.7) as regularization of the Si-
gnorini condition. Alternatively, as we do here, we may consider the Signorini condition as an
idealization of the more realistic condition (2.7).
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We use condition (2.7) in the next section and in the numerical simulations. In this work it
is assumed piecewise linear, although we could have chosen a nonlinear expression, such as
a power law, as well. It might be of interest to find the form of (2.7) experimentally, by using
parameter identification optimization.

Finally, we assume that no moments act on the contacting end,

uyy(0, t) + duyyt (0, t) = 0. (2.10)

We note that the motion of the slider introduces additional complexity to the problem,
compared to the one in [1, 3], and the problem is comparable to the one in [4].

The classical statement of the problem of vibrations of a beam between two reactive stops
attached to a slider is: Find a pair of functions {u, x} such that (2.1)–(2.7) and (2.10) hold.

The problem with the Signorini condition is: Find a pair of functions {u, x} such that
(2.1)–(2.6), (2.8)–(2.10) hold.

Both contact conditions impose on the solutions regularity ceilings which, generally, pre-
clude the existence of classical solutions for the problems. This is related, in part, to the
possible discontinuity of the velocity upon impact. Thus, it is natural, actually necessary, to
consider weak or variational formulation of the problems. Toward that end we introduce the
following spaces and notation. For definitions of any unexplained terms we refer the reader to
[21, Chapters 2–4] or [22, Chapter 1].

Let H = L2(0, 1) and V = {w ∈ H 2(0, 1) : w(1) = w′(1) = 0}, then

V ⊆ H = H ′ ⊆ V ′,

where V ′ is the topological dual of V , so {V,H, V ′} is a Gelfand triplet. We denote by (·, ·)
the inner product in H and by 〈·, ·〉 the duality pairing between V and V ′. The associated
norm on H is denoted by | · |H and the one on V by || · ||V . We note that the following is an
equivalent norm for V ,

||u|| ≡
(∫ 1

0

∣∣uyy

∣∣2
dy

)1/2

,

and we shall use this whenever convenient. Also, we use the notation V = L2(0, T ;V ), and
then V ′ = L2(0, T ;V ′).

Next, to have zero boundary condition at y = 1 we change the dependent variable to
u(y, t) = ū(y, t) + η(y)φ(t), where η is a fixed smooth function defined on [0, 1] such that
η(0) = η′(0) = η′′(0) = η′′′(0) = η′(1) = 0 and η(1) = 1. These requirements guarantee
that the other boundary conditions do not change, and we find easily that

η (y) = y4 (5 − 4y) ,

satisfies all of the conditions. Then the forcing function f changes to

f̄ = f − ηφ′′ − a2ηyyyyφ − da2ηyyyyφ
′.

Below we omit the bar and use the transformed ū and f̄ .
We formulate the problem with normal compliance first. Then we discuss briefly the one

with Signorini’s condition.
To derive the variational formulation, let φ ∈ C∞

c (0, T ) be a test function and let w ∈ V.

We multiply (2.1) by φw and integrate, thus,
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−
∫ T

0

∫ 1

0
utφ

′w dydt −
∫ T

0
σφw|10 dt +

∫ T

0

∫ 1

0
σwyφ dydt =

∫ T

0

∫ 1

0
f wφdydt,

and from the normal compliance condition, (2.7), we obtain

−
∫ T

0

∫ 1

0
utφ

′wdydt +
∫ T

0

∫ 1

0
σwyφdydt + κ

∫ T

0

[
(u(0, t) − x(t) − g2)+

− (x(t) − g1 − u (0, t))+
]
φ (t)w (0) dt = ∫ T

0

∫ 1
0 f wφdydt.

(2.11)

Now, it follows from (2.2) that∫ T

0

∫ 1

0
σwyφdydt =

∫ T

0

∫ 1

0

(−a2uyyy(y, t) − da2uyyyt (y, t)
)
wyφdydt

=
∫ T

0

(−a2uyy(y, t) − da2uyyt (y, t)
)
wyφ|10dt +

∫ T

0

∫ 1

0
a2uyy(y, t) + da2uyyt(y, t)wyyφdydt.

(2.12)

Then (2.10) implies that this term reduces to∫ T

0

∫ 1

0

(
a2uyy(y, t) + da2uyyt (y, t)

)
wyyφdydt. (2.13)

We now present the variational problem in terms of the following operators. First, we define
the nonlinear operator P : [0, T ] × H 2 (0, T ) × V → V ′ by

〈P (t, x, u) ,w〉 ≡
∫ T

0
κ

(
(γ0u − x(t) − g2)+ − (x(t) − g1 − γ0u)+

)
γ0w dt, (2.14)

and we denote by P (x, u) the operator mapping H 2 (0, T ) × V → V ′ which is given by
P (x, u) (t) ≡ P (t, x (t) , u (t)). Moreover, we define the linear operator C : V → V ′ by

〈Cu,w〉 ≡ a2
∫ 1

0
uyywyydy. (2.15)

The variational formulation of the problem of vibrations of a viscoelastic beam between
two reactive stops attached to a slider is as follows:

Definition 2.1. A pair of functions {u, x} such that u, v = u′ ∈ V, v′ ∈ V ′ and x ∈
H 2(0, T ) is said to be a weak solution of (2.1)–(2.7) and (2.10), provided that

u (t) = u0 +
∫ t

0
v (s) ds, (2.16)

for u0 ∈ V, and the evolution equations,

v′ + Cu + dCv + P (x, u) = f, (2.17)

x′′ + κ

m

(
(u(0, t) − x(t) − g2)+ − (x(t) − g1 − u (0, t))+

) = 0, (2.18)

and initial conditions,

v (0) = v0 ∈ H, x (0) = x0, x′ (0) = v∗
0 (2.19)
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are satisfied.
We have the following existence and uniqueness result for the problem.
Theorem 2.2. Let d ≥ 0, and assume that f ∈ L2(0, T ;H), φ ∈ H 2(0, T ), u0 ∈ V, v0 ∈

H . If d > 0, problem (2.16)–(2.19) has a unique weak solution for each T < ∞, and the
solution satisfies

u ∈ L∞(0, T ;V ), v ∈ V ∩ L∞(0, T ;H), v′ ∈ V ′.

When d = 0, and initially x0 −g ≤ u0(0) ≤ x0 +g, then the problem has a solution which
satisfies

u ∈ L∞(0, T ;V ), v ∈ L∞(0, T ;H), v′ ∈ V ′.

The proof of the theorem is given in the Appendix, is quite technical and involves set-
valued pseudomonotone operators, approximate problems and a priori estimates.

We conclude that problem (2.1)–(2.7) and (2.10) has a weak solution for each T < ∞.
When the viscosity is retained, 0 < d, the weak solution is unique.

We turn briefly to the Signorini conditions (2.8) and (2.9). To state a weak formulation for
the problem including it, we introduce the set of admissible displacements

Kx = {w ∈ V : x − g1 ≤ w(0) ≤ x + g2},
which is a convex set and x = x(t). Then, a pair of functions {u, x} such that u ∈ V and
x ∈ H 2(0, T ) is said to be a weak solution of (2.1)–(2.6) and (2.8)–(2.10) provided that:
u′ ∈ V, u(t, ·) ∈ Kx(t), a.e. t , x(0) = x0, x

′(0) = v∗
0 and u(·, 0) = u0 ∈ K, and for each

w ∈ V, such that w(·, t) ∈ Kx(t), a.e. t, w′ ∈ L2(0, T ;H) and w(·, T ) = u(·, T ),

−
∫ T

0
(u′, w′ − u′) dt + a2

∫ T

0
(uxx, wxx − uxx)dt + d

∫ T

0
(u′

xx, wxx − uxx)dt

≥ −(v0, w(0) − u0) +
∫ T

0
(f, w − u)dt, (2.20)

and

mx′′ = −τ(t) ∈ ∂χ(x(t);u(0, t)), (2.21)

which holds in the sense of distributions, and τ(t) = σ (0, t).
The formulation is a variational inequality, and condition (2.23) poses considerable math-

ematical difficulties. Indeed, τ(t) = σ (0, t) is only a distribution. We do not consider the
Signorini condition further in this work. However, we remark that we can pass to the limit
κ → ∞ in the problem with d > 0 and obtain a weak solution for this problem, similarly to
what has been done in [1].

Remark 2.3. The assumption that the contact between the beam and the stops takes place
only at the beam’s tip is an idealization of the real situation. The physical contact occurs over
an interval 0 ≤ y ≤ ε, where a boundary layer exists. The problem above might be obtained
by using asymptotic expansion in the limit ε → 0. The problem with ε has interest by and
of itself, and will be considered in the future. We just note that in the limit problem contact
enters via the boundary condition at the tip, while for the problem with ε the contact enters
via the reaction force in the beam equation, see, e.g., [23].
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3. Numerical algorithm

We turn to a numerical algorithm for the problem. For the sake of simplicity, in this and the
next section it is assumed that the slider is symmetric, i.e., g1 = g2 = g. We write (2.1)–(2.7)
and (2.10), as

utt (y, t) + a2uyyyy (y, t) + da2utyyyy (y, t) = f (y, t) ,

u (y, 0) = u0 (y) − φ (0) η (y) , ut (y, 0) = u0 (y) − φ′ (0) η (y) ,

u (1, t) = 0, uy (1, t) = 0, uyy (0, t) + duyyt (0, t) = 0,

σ (0, t) = −κ
[
(u(0, t) − x(t) − g)+ − (x(t) − g − u (0, t))+

]
,

mx′′ (t) = −σ (0, t) , x(0) = x0, x′(0) = v∗
0 .

First, we discretize the displacements u of the beam. Let �t = T /N be the time step and
let h = 1/M be the space step, then the grid points are given by (yi = ih, tn = n�t), for
i = 0, · · · ,M and n = 0, · · · , N .

3.1. SPACE DISCRETIZATION

The equation in the interior of the beam can be written as

utt (y, t) = −a2uyyyy (y, t) + d̄ (ut (y, t))yyyy + f (y, t) ,

where d̄ = a2d.
We discretize the equation with respect to the space variable using a classical fourth order

finite difference scheme. We obtain a system of M − 2 ordinary differential equations (i =
1, . . . ,M − 2),

d2ui

dt2
= −a2

h4
(ui−2 − 4ui−1 + 6ui − 4ui+1 + ui+2)

− d̄

h4

(
dui−2

dt
− 4

dui−1

dt
+ 6

dui

dt
− 4

dui+1

dt
+ dui+2

dt

)
+ fi,

(3.1)

where ui = ui(t) = u (yi, t) and fi = fi(t) = f (xi, t). Then, using the boundary conditions
u(1, t) = uy(1, t) = 0, we set uM−1(t) = uM(t) = 0. Moreover, from the assumption
uy(1, t) = 0 we deduce

d2uM−2

dt2
= −a2

h4
(7uM−1 − 4uM−2 + uM−3)

− d̄

h4

(
7

duM−1

dt
− 4

duM−2

dt
+ duM−3

dt

)
+ fM−2.

(3.2)

Now, for i = 0, recalling that uyyy (0, t) + d̄uyy (0, t) = −σ (0, t) and uyy (0, t) +
d̄uyy (0, t) = 0, and using Taylor’s expansion at the virtual points y = −h and y = −2h, we
obtain

d2u0

dt2
= −a2

h4
(2u0 − 4u1 + 2u2)

− d̄

h4

(
2

du0

dt
− 4

du1

dt
+ 2

du2

dt

)
− f0 + 2σ0(t)

h
,

(3.3)
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where σ0(t) = σ (0, t). Next, taking i = 1 in (3.1) and using again the assumption that
uyy (0, t) + dutyy (0, t) = 0, we find

d2u1

dt2
= −a2

h4
(u3 − 4u2 + 5u1 − 2u0)

− d̄

h4

(
du3

dt
− 4

du2

dt
+ 5

du1

dt
− 2

du0

dt

)
+ f1.

(3.4)

Finally, equations (3.1)–(3.4) may be written as the following system of second order
ODEs,

u′′ = a2
Hu + d̄Hu′ + F + G. (3.5)

Here, u = (u0, . . . , uM−2)
T , is the vector of nodal displacements of the beam, H is the

(M − 1) × (M − 1) matrix

H = 1

h4




−2 4 −2 0 0
. . . 0

2 −5 4 −1 0
. . . 0

−1
. . .

. . .
. . .

. . .
. . .

...

0
. . .

. . .
. . .

. . .
. . . 0

...
. . .

. . .
. . .

. . .
. . . −1

...
. . .

. . . −1 4 −6 4

0 · · · · · · 0 −1 4 −7




,

the force vector is given by

FT = F(t)T = (f0(t) . . . fi (t) . . . fM−2 (t))T ,

and the contact shear stress vector is

G = 2

h
κ




(
(x(t) − g − u0(t))+

) − (u0(t) − x(t) − g)+
0

...

0


 .

We next describe the solution method for the system of ODEs (3.5).

3.2. TIME INTEGRATION OF THE SYSTEM

A numerical study of the problem with fixed stops has been done in [2]. It has been shown
there that the HHT-α family of schemes [24] performed well and produced good results. In
particular, these schemes avoid the appearance of spurious high frequency noise by introdu-
cing some numerical damping.

The HHT-α method for the system
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ψ ′′ = Aψ + Bψ ′ + f,

is constructed as follows. Let (ψn, zn, ζn) be an approximation of
(
ψ (tn) , ψ ′ (tn) , ψ ′′ (tn)

)
),

then


ζn+1 = (1 + α) (Aψn+1 + Bzn+1) − α (Aψn + Bzn) + fn+1,

ψn+1 = ψn + �tzn + (�t)2
(
βζn+1 + (

1
2 − β

)
ζn

)
,

zn+1 = zn + �t (γ ζn+1 + (1 − γ ) ζn) ,

(3.6)

for 0 ≤ n ≤ N − 1. Here α, β and γ are parameters which control the stability, the accuracy
and the damping of the numerical solutions. By fixing the values of γ and β, we reduce the
HHT family to a one parameter family. In particular, the HHT-α algorithm (see, e.g., [24]) is:

– quadratically convergent if γ = 1
2 − α and β = 1

4 (1 − α)2,
– unconditionaly stable for linear problems if α ∈ [− 1

3 , 0
]
.

The parameter α controls the damping of the higher modes in the solution. When γ = 1
2 − α,

β = 1
4(1 − α)2 and α = 0, we recover the well-known Newmark’s trapezoidal rule, which

yields a second order, non-dissipative and energy preserving algorithm. However, the second
order Newmark’s scheme doesn’t provide satisfactory results because of the presence of high-
frequency oscillations. The trapezoid method cannot simultaneously yield quadratic accuracy
and dampen the high-frequency effects.

Remark 3.1. First order Newmark’s schemes, i.e., α = 0 and γ > 1
2 , introduce some

numerical damping in order to stabilize the integration. But, they also introduce amplitude
decay and period elongation which affect the lower modes of the solutions. It was shown in
[24] that the HHT method has better dissipation properties than Newmark’s.

Remark 3.2. It is possible to rewrite (3.6) in a ‘velocity-displacement formulation’ when
d > 0 and in ‘displacement’ formulation when d = 0.

We now discretize the equation of motion of the slider. Let xn = x(tn), then (2.3), to order
O((�t)3), is approximated by

xn = 2xn−1 − xn−2 − 1

m
(�t)2 σ0 (tn) . (3.7)

Here, the force σ0 (tn) is given by

σ0 (tn) = κ
((

xn−1 − g − u0(tn)
)
+ − (

u0(tn) − xn−1 − g
)
+
)

. (3.8)

We note that σ0 (tn) is computed from the previous position of the slider and the new position
of the beam’s tip. This is a good approximation as long as the displacement increments are
small, which means that the time step must be sufficiently small.

The algorithm for the problem, after initialization and computation of u and x up to time
level tn−1 = (n − 1)�t , proceeds in two steps:

– Solve the equations for the displacements of the beam. Thus, we solve the time dis-
cretized system of equations (3.5) for un, and then we compute the force σ0(tn) from
(3..8);

– Compute the position of the slider xn, using (3.7), and then find the new positions of the
stops
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10 10−4 100000 0·2 2 × 106

Figure 2 A heavy slider

x (tn) − g, x (tn) + g.

And then proceed to time level tn+1.

4. Numerical simulations

We now describe simulations performed, by employing the HHT-α scheme, with α = −0·01.
We used d = 0 and d > 0, various driving frequencies and various masses of the slider. The
purpose of the simulations was two-fold: to obtain confidence in the algorithm, and to obtain
representative numerical solutions, including their noise.

The vibrations of the supporting device were chosen as

φ(t) = E sin ωt,

and the values of E and ω are indicated in the tables.
For each of the simulations we present the values of the parameters in a table. Then, we

depict the displacement of the beam’s end and of the slider or the stops in time, the FFT of
the displacement of the beam’s tip, a detail of the motion within a short time period, and the
contact force σ (0, t).

In all the simulation we used the following values of the parameters:

a2 = 300, h = 0·04 (M = 25), g = 0·1.
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ω �t m E κ

10 10−4 100 0·2 2 × 106

Figure 3 A lighter slider

Moreover, unless indicated otherwise the initial velocity of the slider was v∗
0 = 0.

We begin by describing simulations of an elastic beam, i.e., when d = 0. First we consider
a very heavy slider and low frequency ω, Figure 2.

The slider moves very little and the system’s behavior is essentially the same as in the case
when the stops are rigid [2]. We note that in addtion to the driving frequency ω = 10, few odd
multiples of it are also excited. The use of very large normal compliance coefficient κ shows
almost no interpenetration, and the system behaves in the same way as with the Signorini
condition.

In Figure 3 we depict a lighter slider. More noise frequencies are excited, but with less
amplitude. The detail shows that within the periods when the beam’s end is mostly in contact
with a stop, contact may be lost for brief time intervals due to higher oscillation frequencies
of the beam. Also, the contact pressure oscillates rapidly within the contact zones.

Next, we consider a light slider and driving frequency near the beam’s first natural fre-
quency. The solution is depicted in Figure 4.

In the next simulation, Figure 5, the support was stationary so that f = 0, the slider was
very light and had the initial velocity v∗

0 = −1.
We now suppose again that the support is moving and the slider has an initial velocity

v∗
0 = −1, Figure 6. We note that the system is close to resonance.

We now turn to a simulation with viscosity, and let d = 0·01. We note, in Figure 7, that the
numerical solution is more regular.
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ω �t m E κ

60 5·10−5 100 0·2 2 × 107

Figure 4 A light slider and driving frequency near resonnance

It is known that impact systems could exhibit some chaotic behavior for a wide variety of
parameters. We present a very irregular, ‘possibly’ chaotic behavior, using a very high driving
frequency. In Figure 8(b), we show that a wide band of frequencies are excited. We do not
know if it is a numerical noise or the system behaves very irregularly. This topic deserves a
separate study.

5. Conclusions

We presented a model for the vibrations of a beam between two reactive stops mounted on
a slider. The existence of the unique weak solution has been established for the normal com-
pliance contact condition when the beam is viscoelastic and the existence of a weak solution

� g m v∗
0 κ

10−4 0·001 10 −1 2 × 106



74 Dumont et al.

Figure 5 No forcing, initial velocity v∗
0 = −1

ω κ �t m E v∗
0

10 2 × 106 10−4 10 0·2 −1

when it is elastic. The problem with Signorini’s condition, which assumes that the stops are
perfectly rigid was left open, deemed of very little applied interest.

An explicit numerical algorithm for the problem was developed. The numerical simulations
show that the algorithm performed well and that the system is capable of interesting behavior.
The FFT of the motion of the beam’s tip indicates that the system may be noisy in certain
parameter ranges. Moreover, the solution with high frequency indicates a possible chaotic
motion. Figure 6 indicates that there is an interesting resonance in the system that merits
further study.

The use of very large normal compliance coefficient κ in the contact stress (2.7) produced
numerical solutions without any noticeable interpenetration, and the system behaved in the
same way as with the Signorini condition, without the need to implement the latter.

The analysis of the algorithm and the conditions necessary for its convergence are of
considerable importance, since they guarantee that the numerical solutions are close to those
of the model. Comparison of the numerical solutions with experimental measurements may
determine how well the model describes the real system. The determination of what is the
behavior of the system and what is a numerical noise are left open at this stage, and are
worthy of a careful and detailed study.

We note, in closing, that the slider introduces hysteresis into the problem which has interest
by and of itself and should be investigated for its own sake. In this work we did not dwell upon
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Figure 6 With forcing, initial velocity v∗
0 = −1

ω �t m E

10 10−4 100 0·2

this feature of the model. Moreover, taking into account friction between the slider and the rail
may be of interest.

Appendix

Proof of Theorem 2.2

In this section we prove Theorem 2.2. First, we introduce the notation

R (u, x) ≡ κ

m

(
(u − x − g2)+ − (x − g1 − u)+

)
.

Thus, P (x, u) = γ ∗
0 R (γ0u, x). We note that R is Lipschitz, indeed,

ω κ �t m E k2

1000 6 × 107 2 × 10−5 100 0·2 300
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Figure 7 A solution with viscosity

Figure 8 A possible chaotic behavior
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|R (u2, x2) − R (u1, x1)| ≤ K (m, κ) (|x2 − x1| + |u2 − u1|) , (A.1)

where K (m, κ) is a constant which depends on m and κ . Also, we note that

(R (u1, x1) − R (u2, x2)) (u1 − u2) = (R (u1, x1) − R (u2, x1)) (u1 − u2)

+ (R (u2, x1) − R (u2, x2)) (u1 − u2) ≥ (R (u2, x1) − R (u2, x2)) (u1 − u2) , (A.2)

since the function u → m−1κ
[
(u − x − g2)+ − (x − g1 − u)+

]
is monotone for fixed x,

implying that the term on the right-hand side of the first line in (A.2) is nonnegative. Also, by
(A.1),

|(R (u2, x1) − R (u2, x2)) (u1 − u2)| ≤ K (m, κ) |x2 − x1| |u1 − u2| ,
and so

(R (u1, x1) − R (u2, x2)) (u1 − u2) ≥ −K (m, κ) |x2 − x1| |u1 − u2| . (A.3)

Proof of Theorem 2.2: Assume, first, that the beam is viscoelastic, d > 0. We fix x ∈
C ([0, T ]) and consider the following problem,((

C 0

0 I

)(
u

v

))′
+

( −Cv

Cu + dCv + P (x, u)

)
=

(
0

f

)
, (A.4)

(
C 0

0 I

)(
u

v

)
(0) =

(
C 0

0 I

)(
u0

v0

)
. (A.5)

Let F ≡ V ×V, G = V ×H and let F ≡ L2 (0, T ;F). We define the operators B : G →
G′ and Ax (t) : F → F ′ by

B

(
u

v

)
≡

(
C 0

0 I

)(
u

v

)
,

Ax (t)

(
u

v

)
≡

( −Cv

Cu + dCv + P (t, x (t) , u)

)
.

Next, let

l ≡
(

0

f

)
, w0 ≡

(
u0

v0

)
and w ≡

(
u

v

)
.

Then, problem (A.4) and (A.5) may be written as

(Bw)′ + Axw = l in F, (A.6)

Bw (0) = Bw0 in G′, (A.7)

which is an implicit evolution problem of the type considered in [18, 19]. Let W = H 1 (0, 1) ,

so that V embeds compactly into W, and W embeds continuously into C (0, 1). Let (w1, x1),
(w2, x2) ∈ F × H 2 (0, T ) be given by (wi, xi) = (ui, vi, xi), for i = 1, 2, and let λ > 0, then
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〈(λB + Ax1

)
w1 − (

λB + Ax2

)
w2, w1 − w2〉

= λ〈B(w1 − w2), w1 − w2〉 + 〈Ax1w1 − Ax2w2, w1 − w2〉

= λ
(

||u1 − u2||2V + |v1 − v2|2H
)

+ d ||v1 − v2||2V

+ (
γ ∗

0 R (γ0u1, x1 (t)) − γ ∗
0 R (γ0u2, x2 (t))

)
(v1 − v2) ,

and by (A.3) this satisfies

≥ λ ||u1 − u2||2V + λ |v1 − v2|2H + d ||v1 − v2||2V
−K (m, κ) |γ0v1 − γ0v2| |x1 (t) − x2 (t)| . (A.8)

Then, using the compactness of the embedding of V into W , along with the inequality

||z||W ≤ ε ||z||V + Cε |z|H ,

which follows from the compactness of the embedding, we obtain the inequality, in which
C (d,m, κ) depends only on the indicated quantities and is independent of λ,

〈(λB + Ax1

)
w1 − (

λB + Ax2

)
w2, w1 − w2〉 ≥ λ ||u1 − u2||2V + λ |v1 − v2|2H

+ (d/2) ||v1 − v2||2V − C (d,m, κ) |v1 − v2|2H − |x1 (t) − x2 (t)|2 . (A.9)

We conclude that when λ is sufficiently large, there exists δ > 0 such that

〈(λB + Ax1

)
w1 − (

λB + Ax2

)
w2, w1 − w2〉

≥ δ ||w1 − w2||2F − |x1 (t) − x2 (t)|2 (A.10)

In particular, if x1 = x2, this shows uniqueness of the solution of problem (A.6) and (A.7),
thanks to [18].

Now we define a mapping � : H 2 (0, T ) → H 2 (0, T ) as follows. We start with x ∈
H 2 (0, T ) and let (u, v) be the solution of problem (A.6) and (A.7) with this x. Then, we
use u in the initial value problem for x, (2.18), and denote by �(x) the solution. Thus, � :
H 2 (0, T ) → H 2 (0, T ).

We show that the mapping � has a unique fixed point which is the unique solution of
problem (2.16)–(2.19), when d > 0. To this end we need the folllowing estimate. Let wi be
the solutions of (A.6) and (A.7) for i = 1, 2. From (A.10), (A.6), and (A.7) we obtain

1

2
〈B (w1 − w2) , (w2 − w2)〉 (t) + δ

∫ t

0
||w1 − w2||2F ds

≤ λ

∫ t

0
〈B (w1 − w2) , (w2 − w2)〉ds +

∫ t

0
|x1 − x2|2 ds. (A.11)

By Gronwall’s inequality, this implies the existence of a constant C, depending on T and λ

but independent of wi and xi , such that
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〈B (w1 − w2) , (w1 − w2)〉 (t) + δ

∫ t

0
||w1 − w2||2F ds ≤ C

∫ t

0
|x1 − x2|2 ds.

In particular, since wi = (ui, vi), this shows that

||u1 (t) − u2 (t)||2V ≤ C

∫ t

0
|x1 − x2|2 ds. (A.12)

Now, from (2.18) we obtain

�(x1) (t) − �(x2) (t) =
∫ t

0

∫ s

0
(R (γ0u1 (r) , x1 (r)) − R (γ0u2 (r) , x2 (r))) drds,

and it follows from (A.12) and Jensen’s inequality that there is a constant C, independent of
the xi , such that

|�(x1) (t) − �(x2) (t)|2 ≤ C

∫ t

0

∫ s

0

(||u1 (r) − u2 (r)||2V + |�(x1) (r) − �(x2) (r)|2) drds

≤ C

∫ t

0

∫ s

0

(∫ r

0
|x1 − x2|2 dτ + |�(x1) (r) − �(x2) (r)|2

)
drds

≤ C

∫ t

0

∫ s

0

∫ r

0
|x1 − x2|2 dτdrds + T

∫ t

0
|�(x1) (r) − �(x2) (r)|2 dr.

Consequently, using Gronwall’s inequality once again yields the existence of a constant C,
which depends on T but is independent of the xi , such that

|�(x1) (t) − �(x2) (t)|2 ≤ C

∫ t

0

∫ s

0

∫ r

0
|x1 − x2|2 dτdrds.

Iterating this inequality p times we find that there exists ρ ∈ (0, 1) such that, for all p

sufficiently large and t ∈ [0, T ],∣∣�p(x1) (t) − �p(x2) (t)
∣∣2 ≤ ρ ||x1 − x2||2∞ .

Thus, for sufficiently large p, the mapping �p is a contraction on C ([0, T ]). Therefore, � has
a unique fixed point x which, together with the corresponding u form the unique solution of
the problem when d > 0. Now, since x solves the initial value problem (2.18), it follows that
x ∈ H 2 (0, T ). This establishes the existence and uniqueness part of Theorem 2.2 for d > 0.

To obtain the existence result when d = 0, we solve a sequence of problems with dn > 0,
with the associated sequence of solutions {udn

, xdn
}, and pass to the limit dn → 0 as n → ∞.

To simplify the notation, we temporarily omit the subscript n. Let {ud, xd} be the solution
of the problem, i.e.,

ud, u
′
d ∈ V, u′′

d ∈ V ′, x ∈ H 2 (0, T ) , (A.13)

u′′
d + Cud + dCu′

d + P(xd, ud) = f in V ′, (A.14)

x′′
d (t) + R (γ0u, xd) = 0, (A.15)

u′
d (0) = v0 ∈ H, ud (0) = u0 ∈ V, xd (0) = x0, x′

d (0) = w0, (A.16)

ud (0) = u0, u′
d (0) = v0 ∈ H. (A.17)
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We assume, as above, that R (γ0u0, x0) = 0.
We proceed to obtain estimates on {ud}. We let the left-hand side in (A.14) act on u′

d and
after integration of the result over (0, t) we find

1

2

∣∣u′
d (t)

∣∣2

H
−1

2
|v0|2H + 1

2
||ud (t)||2V − 1

2
||u0||V + d

∫ t

0

∣∣∣∣u′
d (s)

∣∣∣∣2

V
ds

+
∫ t

0
R (γ0ud (s) , xd (s))

(
γ0u

′
d (s) − x′ (s)

)
ds

≤ ||f ||2
L2(0,T ;H)

− ∫ t

0 R (γ0ud (s) , xd (s)) x′
d (s) ds.

(A.18)

Since by assumption R (γ0u0, x0) = 0, the sixth term on the left-hand side is nonnegative and
equals

κ

2m

[
(γ0ud(t) − xd(t) − g2)

2
+ + (g1 − γ0ud (t) + xd (t))2

+
]
,

while the last term is dominated by

C

∫ t

0
(||ud (s)||V + |xd (s)|) ∣∣x′

d (s)
∣∣ ds ≤

C

∫ t

0
||ud (s)||2V ds + C

∫ t

0

∣∣x′
d (s)

∣∣2
ds +

∫ t

0
|xd (s)|2 ds

≤ C

(
1 +

∫ t

0
||ud (s)||2V ds +

∫ t

0

∣∣x′
d (s)

∣∣2
ds

)
,

where C is independent of d. Therefore, it follows from (A.18) that there exists a constant C,
independent of d, such that

∣∣u′
d (t)

∣∣2

H
+ ||ud (t)||2V + d

∫ t

0

∣∣∣∣u′
d (s)

∣∣∣∣2

V
ds

≤ C

(
1 +

∫ t

0
||ud (s)||2V ds +

∫ t

0

∣∣x′
d (s)

∣∣2
ds

)
.

Application of Gronwall’s inequality yields

∣∣u′
d (t)

∣∣2

H
+ ||ud (t)||2V + d

∫ t

0

∣∣∣∣u′
d (s)

∣∣∣∣2

V
ds ≤ C

(
1 +

∫ t

0

∣∣x′
d (s)

∣∣2
ds

)
. (A.19)

Next, we use the initial-value problem solved by xd to estimate the term on the right-hand
side. Multiplying both sides of (A.15) by x′

d and integrating over (0, t), we obtain

1

2

∣∣x′
d (t)

∣∣2 − 1

2
|x0|2 ≤

∫ t

0
|R (γ0u, x)| ∣∣x′ (s)

∣∣ ds

≤ C

(
1 +

∫ t

0
||ud (s)||2V ds +

∫ t

0

∣∣x′
d (s)

∣∣2
ds

)
,

which, upon another application of Gronwall’s inequality, leads to
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∣∣x′
d (t)

∣∣2 ≤ C

(
1 +

∫ t

0
||ud (s)||2V ds

)
. (A.20)

Using this in (A.19) yields

∣∣u′
d (t)

∣∣2

H
+ ||ud (t)||2V + d

∫ t

0

∣∣∣∣u′
d (s)

∣∣∣∣2

V
ds ≤ C

(
1 +

∫ t

0

∫ s

0
||ud (r)||2V drds

)
,

which, after additional application of Gronwall’s inequality, implies

∣∣u′
d (t)

∣∣2

H
+ ||ud (t)||2V + d

∫ t

0

∣∣∣∣u′
d (s)

∣∣∣∣2

V
ds ≤ C,

where C is a constant independent of d. Now, from (A.20) and (2.18), we finally obtain the
estimate,

∣∣u′
d (t)

∣∣2

H
+ ||ud (t)||2V + d

∫ t

0

∣∣∣∣u′
d (s)

∣∣∣∣2

V
ds + ∣∣x′

d (t)
∣∣2 + ∣∣x′′

d (t)
∣∣2 + |xd (t)|2 ≤ C, (A.21)

where C is independent of d.
We now restore the index n, and pass to the limit dn → 0 as n → ∞. The estimate (A.21)

and the inequality

dn

∣∣〈Cu′
dn

, w〉∣∣ ≤ d1/2
n

∣∣∣∣u′
dn

∣∣∣∣
L2(0,T ;V )

d1/2
n ||w||L2(0,T ;V ) ,

imply that

dnCu′
dn

→ 0 strongly in L2(0, T ;V ). (A.22)

Estimate (A.21) allows us to use a version of the Ascoli-Arzela theorem and conclude that,
for a suitable subsequence (still indexed by n) in addition the following hold:

u′
dn

→ u′ weak∗ in L∞ (0, T ;H) , (A.23)

udn
→ u weak∗ inL∞ (0, T ;V ) , (A.24)

udn
→ u strongly in C (0, T ;W) , (A.25)

xdn
→ x strongly in C (0, T ) , (A.26)

x′
dn

→ x′ strongly in C(0, T ). (A.27)

We now pass to the limit dn → 0 in (A.14) and (A.15) and conclude that the limit {u, x}
satisfies

u ∈ L∞(0, T ;V ), u′ ∈ L∞ (0, T ;H) , u′′ ∈ L2
(
0, T ;V ′) , (A.28)

u′′ + Cu + P (x, u) = f in L2 (
0, T ;V ′) , (A.29)

x′′ + κ

m

[
(u(0, t) − x(t) − g2)+ − (x(t) − g1 − u (0, t))+

] = 0, (A.30)
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as well as the and initial conditions (2.19). This establishes the remaining part of Theorem 2.2.
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